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The near-field scanning optical microscopy images of excitonic wave functions in self-assembled
InAs/GaAs quantum dots are calculated using an empirical pseudopotential method, followed by the configu-
ration interaction treatment of many-particle effects. We show the wave functions of neutral exciton X0 of
different polarizations and compare them to those of the biexciton XX0 and the charged excitons X+ and X−. We
further show that the exciton X�Ph→Se� transition which is forbidden in the far-field photoluminescence has
intensities comparable to those of X�Sh→Se� transition in the near-field photoluminescence.
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I. INTRODUCTION

The three-dimensional confinement and nearly perfect
isolation from its environment given in self-assembled semi-
conductor quantum dots �QDs� lead to “atomlike” electronic
structure features manifested, among others, by �eV photo-
luminescence �PL� linewidths and a long coherence time.
Such narrow and isolated levels open the way for potential
applications using as single-photon emitters1 and quantum-
entangled sources.2 At the same time, this allows fundamen-
tal studies of �eV-scale fine-structure splitting3,4 of exciton
lines due to the electron-hole exchange interaction, spectral
shift due to charged excitons,5–7 as well as multiexciton for-
mation and decay. However, the spatial resolution of the tra-
ditional far-field spectroscopy is limited to � /2, where � is
the wavelength of the probing light,8 much larger than the
typical sizes of quantum dots �a few tens to about a hundred
nanometers�. Recently, it became possible to examine the
inner structures of an exciton in the QDs and map out its
spatial distribution using the near-field scanning optical mi-
croscopy �NSOM�.9,10 In the far-field measurement, the tran-
sition intensity �within single-particle approximation� is pro-
portional to �p�2= ���c�r��v��2, where �c and �v are the
conduction and valence band wave functions, respectively.
While in the far-field measurements, the extent of the inci-
dent electromagnetic wave is such that its magnitude over
the entire dot region can be safely taken as constant, in the
near field, the electromagnetic profile of the tip ��r−r0�, has
an extent comparable to the size of the nanostructure and
must be explicitly taken into account:

E�r� = ��r − r0�E0. �1�

In this case, the transition intensity is modulated by the shape
of the external field, i.e., proportional to �p�r0��2= ���c�r��r
−r0���v��2. The resolution of NSOM can thus be much higher
than9 � /2, providing details on how the carriers are distrib-
uted in the quantum dots.

In a QD, the electron and hole wave functions can be
approximated by products of envelope functions and Bloch
functions. In the far-field measurement, the interband transi-
tions obey two kinds of selection rules: one related to the
Bloch part of the wave functions and one to the envelope

component of the wave functions. For example, from the
four possible Sh→Se excitonic transitions, two are bright and
two are dark. The dark transitions are forbidden because the
total angular momentum from the electron and hole Bloch
functions parts is 2, and hence cannot be carried out by a
single photon. In contrast, all of the eight Ph→Se transitions
are forbidden because a photon does not couple effectively to
the envelope orbital angular momentum of the exciton. How-
ever, in NSOM, where the electromagnetic field is applied
inhomogeneously only to a part of the dot, the global spatial
symmetry is broken, thus altering the selection rules for the
envelope functions and allowing transitions that are forbid-
den in far-field measurement.11 We show here that the Ph
→Se transitions �which are far-field forbidden� have intensi-
ties in NSOM comparable to the Sh→Se transitions. Further-
more, NSOM provides additional far-field allowed informa-
tion about the Bloch part of the wave functions, which the
far-field spectroscopy is lacking. For example, by comparing
the transition intensities of different polarizations, one could
determine the relative phase between �X� and �Y� components
of the hole wave functions at each point. In contrast, in the
far-field measurements, only the total polarization is mea-
sured and the wave function phase information of the Bloch
part is lost.

Recently, Matsuda et al.10 have measured the near-field
PL image of naturally occurring GaAs QDs formed sponta-
neously in narrow quantum wells. The enhanced NSOM spa-
tial resolution is as high as 30 nm, much smaller than the
measured QD sizes of �200 nm. Unfortunately, the spatial
resolution is limited because of the capping layers and is still
too low for the self-assembled InAs/GaAs quantum dots.12

In this paper, we predict via atomistic pseudopotential
method the near-field PL images of the neutral exciton X0,
the biexciton XX0, and the charged excitons X+ and X− in the
much smaller self-assembled InAs/GaAs quantum dots, in
anticipating future NSOM measurements.

II. METHODS

A. Far-field vs NSOM transition elements

To obtain the NSOM images, one must first calculate the
single-particle wave functions for electrons and holes by
solving the Schrödinger equations,
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�−
1

2
�2 + Vef f�r���i�r� = �i�i�r� , �2�

where Vef f is the effective potential for the electrons in the
quantum dots. For example, in an effective mass approxima-
tion �EMA�, the effective potential is usually taken as two-
dimensional harmonic potential, whereas in atomistic
approaches,13 Vef f is a superposition of screened atomic
pseudopotentials. Once one has the electron and hole single-
particle wave functions, it is possible to construct the many-
particle wave functions of the excitonic states, e.g., via the
configuration interaction �CI� method,14 by expanding them
as the linear combination of Slater determinants constructed
from the single-particle electron and hole wave functions.
The ground state can be described by a single determinant,

�0�r1,�1, . . . ,rN,�N�

= A	�1�r1,�1� ¯ �v�rv,�v� ¯ �N�rN,�N�
 , �3�

where N is the total number of electrons in the system, � is
the spin index, and A is the antisymmetrizing operator. The
Slater determinants of neutral excitons �v,c are obtained by
promoting an electron at the valence state �v to the conduc-
tion state �c from the ground state �0, i.e.,

�v,c�r1,�1, . . . ,rN,�N�

= A	�1�r1,�1� ¯ �c�rc,�c� ¯ �N�rN,�N�
 . �4�

The 	th neutral exciton wave function can be written as


X
�	� = �

v=1

Nv

�
c=1

Nc

Cv,c
�	��v,c, �5�

where Nv and Nc are the numbers of valence and conduction
states included in the expansion of the exciton wave func-
tions, respectively. The coefficients Cv,c

�	� are obtained by di-
agonalizing the many-particle Hamiltonian H in the basis set
��v,c.14

The far-field optical absorption of the 	 transition can be
written as

���� � �
	

�M�	��2��� − E�	�� , �6�

where M�	� are the dipole matrix elements between initial
many-particle state �
i� and the final state �
 f�,

M�	� = �
 f�r�
i� . �7�

� and E�	� are the frequency of the external E field and the
exciton transition energy, respectively. For a neutral exciton,
the dipole matrix elements M can be written in terms of
single-particle orbitals as

M�	� = ��0�r�
X� = �
v=1

Nv

�
c=1

Nc

Cv,c
�	���v�r��c� , �8�

where p= ��v �r ��c� are the single-particle dipole matrix el-
ements between the conduction state �c and valence state �v.
Similarly, one can calculate M for charged excitons X+ and
X− and biexciton XX0.

For NSOM, the external E field is applied locally at r0
modulated by the electromagnetic profile of the tip ��r−r0�,
which can be taken as a Gaussian function, e.g.,

��r − r0� = ce−�r − r0�2/a2
, �9�

where a is the width of the excitation field, much smaller
than the dimension of the QD. For such local optical transi-
tion, we have to replace M�	� in Eq. �6� by

M�	��r0� = �
v=1

Nv

�
c=1

Nc

Cv,c
�	���v�r��r − r0���c� , �10�

equivalent to replacing in Eq. �8� the single-particle dipole
moment p= ��v�r��c� by the local single-particle dipole mo-
ment p�r0�= ��v�r��r−r0���c�.

B. Evaluation of the NSOM transition elements:
An atomistic approach

In the present work, we calculate the single-particle en-
ergy levels and wave functions in a atomistic screened
pseudopotential scheme, where the total potential Vef f�r� is a
superposition of local, screened atomic pseudopotentials
v	�r� plus a nonlocal spin-orbit potential VSO i.e., Vef f�r�
=�n,	v	�r−Rn,	�+VSO. The atomic positions �Rn,	 are ob-
tained from minimizing the total bond-bending and bond-
stretching elastic energy using the valence force field �VFF�
model.15,16 The VFF model has been successfully applied to
various semiconductor systems such as InAs/GaAs quantum
well,17 GaInP alloys,18 and GaAsN alloys,19 and produced
accurate structural parameters compared with the first-
principles local density approximation calculations. The VFF
parameters for the current system were obtained and well
tested in Ref. 13. The atomistic pseudopotentials v	 �	=In,
Ga, As� are fitted to the physically important quantities of
bulk InAs and GaAs, including band energies, band offsets,
effective masses, deformation potentials, alloy bowing pa-
rameters, etc.13 Equation �2� is solved by expanding ��r� as
the “linear combination of bulk bands” �LCBB� of band in-
dex m and wave vector k of material � �=InAs, GaAs�,
strained uniformly to strain �J �following Ref. 20�, i.e.,

��r� = �
k

�
m

cm,k
��� um,k,�J

��� �r�eik·r. �11�

We use the lowest conduction bands for electrons and three
highest valence bands for holes. Instead of calculating the
local dipole matrix elements using Eq. �11�, we project ��r�
onto �strained� Bloch functions of InAs at the � point in the
Brillouin zone,

��r� = �
m=1

Np

fm�r�u�,m�r� . �12�

To simplify the notation, we drop the material index � and
strain index �J in Eq. �12�. Here, Np is the number of the
projection bands, which is usually much larger than the num-
ber of bands used in the LCBB equation. We found that Np
=9 provides accurate projections. Here, fm�x� is the envelope
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function for the mth band. The envelope functions are slow
varying functions, compared to the Bloch functions. We can
therefore separate the Bloch functions and envelope func-
tions by dividing the volume into small regions, e.g., the
eight-atom unit cells. In each unit cell, the envelope func-
tions fm�x� and ��r� can be treated as constants, i.e.,

p�r0� =� dr�v
*�r��c�r�r��r − r0�

� �
ri
� �

m,m�

fm
*�v��ri�fm�

�c��ri�dm,m����ri − r0� , �13�

where ri is the position of ith cell and

dm,m� =
1

V
� dru�,m

* �r�ru�,m��r� �14�

is the dipole matrix element between bulk bands. In a peri-
odic system, it is more convenient to use an alternative for-
mula to calculate the dipole,21

dm,m� =
1

im�m,m�
�u�,m�p̂�u�,m�� . �15�

If we assume high spatial NSOM resolution, i.e., ��ri−r0�
=�ri−r0�, Eq. �13� can be further simplified as

p�r0� � �
m,m�

fm
*�v��r0�fm�

�c��r0�dm,m�. �16�

Combining Eqs. �10� and �16�, we see that the shape of
NSOM transition is the sum of the �multiband� envelope
functions of the exciton weighted by the �single-particle� di-
pole matrix elements, i.e.,

M�	��r0� = �
v=1

Nv

�
c=1

Nc

Cv,c
�	�� �

m,m�

fm
*�v��r0�fm�

�c��r0�dm,m�� .

�17�

Previously, the NSOM images have been calculated via
single-band EMA.11,22,23 In this approximation, the dipole
moment d is directly taken from bulk materials or from
quantum wells,23 while in our case, it is calculated for nine
bands in Eq. �15� and is specific to the nanostructure consid-
ered. In the single-band EMA, only the envelope part of the
information is kept in the calculation of NSOM images,
whereas detailed information associated with the Bloch func-
tions, such as polarizations, is lost. In the more advanced
k ·p methods, one includes the heavy-hole, light-hole, and
spin-orbit bands at the � point of the Brillouin zone in the
calculations. For the direct gap materials, these approxima-
tions give qualitative right results, but for indirect gap mate-
rials, such as Si quantum dots, one needs to include more
bands.

III. RESULTS AND DISCUSSION

A. Excitonic spectrum of the InAs/GaAs QD

We performed calculations on a lens-shaped InAs/GaAs
quantum dot with 27.5 nm base diameter and 3.5 nm height.

The calculated transition energies of the exciton X0, the
charged excitons X− and X+, and the biexciton XX0 of Sh
→Se transitions are given in Fig. 1. The neutral X0 has the
largest transition energy of 981 meV, while charged excitons
and biexcitons have 1–3 meV redshifts relative to the neu-
tral exciton due to correlation effects,24 in agreement with
experiments.5,6 For the neutral exciton, the exciton line splits
into four lines shown on the right hand side of Fig. 1, as a
consequence of the asymmetric electron-hole exchange
energies.25 The two low lying lines labeled D1 and D2 are
“dark states” �forbidden due to the angular momentum selec-
tion rule of the Bloch part of the electron and/or hole states�,
whereas the upper two states �B1 and B2� are bright states.
The calculated energy splitting between the bright and dark
states is about 210 �eV. The energy splitting between two
dark states D1 and D2 is about 1 �eV, whereas the splitting
between two bright states B1 and B2 is about 10 �eV, in
agreement with previous calculations.24 The low energy
bright state B1 is polarized along the 	110
 direction,

whereas the high energy state B2 is polarized along the 	11̄0

direction. Although the biexciton XX0 states themselves have
no fine structures, the XX0 to X transition exhibits fine struc-
tures. The charged excitons X+ and X− have no fine struc-
tures.

The energy of neutral exciton Ph→Se transition is calcu-
lated here to be 995 meV, also shown in Fig. 1. Like the
Sh→Se transition, the Ph→Se transition also splits into four
fine structures. The two lower energy states are “forbidden”
by the Bloch function angular momentum selection rule,
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FIG. 1. The exciton energies of the lowest neutral exciton X0,
the charged excitons X+ and X−, and the biexciton XX0 of self-
assembled InAs/GaAs QD with base b=27.5 nm and height h
=3.5 nm. The right hand side shows the schematic energy levels of
fine-structure splittings of each state. The solid lines �B1, B2, etc.�
denote bright �B� states, whereas the dashed lines �D1, D2, etc.�
denote dark �D� states.
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whereas the two high energy states B1 and B2 are allowed by
the Bloch part. In the far-field measurement, the Ph→Se
transition is forbidden for the lens-shaped QDs due to the
envelope function angular momentum selection rule �i.e., the
overlap integrals between Ph and Se envelope functions are
very small�. In practice, this transition is partially allowed,26

but nevertheless very weak. However, unlike the selection
rules for the Bloch functions, the envelope function angular
momentum selection rule does not apply to NSOM, which
involves only the local transition and does not feel the global
spatial symmetry,11 i.e., the overlap of Ph and Se orbitals is
not zero at a given point, and Ph→Se transitions have inten-
sity comparable to that of the Sh→Se transitions. This will be
further discussed in Sec. III C.

B. NSOM Sh\Se transition for neutral exciton
in the InAs/GaAs QD

The NSOM images of excitonic Sh→Se transition of X0

are shown in Fig. 2. We show the images of all fine-structure
components B1, B2, D1, and D2 in Figs. 2�a�–2�d�, respec-
tively. The color bars indicate the magnitudes of transition
intensities. We use arbitrary but equal units for the transition
intensity in all subfigures. Each subfigure is composed of six
panels showing the transition intensity of different polariza-
tions. The first row in each subfigure shows the transition of
polarization along the 	100
, 	010
, and 	001
 directions,
whereas the second row of each subfigure shows the transi-

tion of polarization along the 	11̄0
 and 	110
 directions. The
final panel is the total transition intensity, being the sum of
intensities over polarization along the 	100
, 	010
, and 	001

directions. �The sum of intensities over the 	100
 and 	010

polarizations equals the sum over the 	11̄0
 and 	110
 polar-
izations.� We magnified the transition intensity by the factor
shown on the upper-right corner of each panel, so the tran-
sition intensities in all subfigures can be in similar scale.

Considering first the total transition intensities, we notice
that the transitions originate from a relatively small region
around the center of the dot. The transition intensities of dark
states D1 	Fig. 2�a�
 and D2 	Fig. 2�b�
 are about 2–3 orders
of magnitude lower than those of bright exciton states B1
	Fig. 2�c�
 and B2 	Fig. 2�d�
, because they are forbidden due
to angular momentum selection rule for the heavy hole to
conduction band transitions. Therefore, the shapes of D1 and
D2 are determined by the shape of higher bands 	see Eq.
�16�
. In contrast, the bright states B1 and B2 have S-like
shape as expected. However, the NSOM images of B1 and
B2 are not perfectly round, even though the lens-shaped QD
we choose has cylindrical symmetry: we see that B1 is elon-
gated along the 	110
 direction, whereas B2 is elongated

along the 	01̄0
 direction.
We next discuss the NSOM images of different polariza-

tions, focusing on the bright states. For far-field excitation,
the low energy bright exciton B1 is calculated to be polarized
along the 	110
 direction, whereas the high energy bright

exciton B2 is polarized along the 	11̄0
 direction. This is
clearly seen in the NSOM plots of Fig. 2 by comparing the

	110
 polarized plots to the 	11̄0
 polarized plot. However,

NSOM can provide much more information than the usual
far-field measurement: The dipole moments have the follow-
ing relations, p	110
= �p	100
+p	010
� /�2 and p	11̄0
= �p	100

−p	010
� /�2. Therefore, by comparing the NSOM images of
different polarization, we can obtain the relative phases be-
tween p	100
 and p	010
 at each spatial point. For the bright
states of Sh→Se transitions, the relations are simple, i.e.,
p	100
 and p	010
 have almost fixed phases: 0 for the B1 state
and � for the B2 state everywhere inside the QD. As we
know, p	100
 corresponds to the �X� component in the hole
Bloch functions, whereas p	010
 corresponds to the �Y� com-
ponent. We therefore obtain additional information about the
character of the hole Bloch functions as a function of posi-
tion inside the QDs.

Figure 2 also shows the NSOM image of polarization
along the 	001
 direction. For the bright exciton, the 	001

components are significantly weaker than the components
polarized in the �001� plane, and may not be detectable in
practice. However, they are of theoretical interest. The polar-
ization along the 	001
 direction comes from the emission of
light hole. Therefore, the 	001
 image shows how the light-
hole components are distributed in the QDs.

C. NSOM Ph\Se transition for neutral exciton
in the InAs/GaAs QD

Figure 3 depicts the Ph→Se transitions, showing the two
bright states �B1 and B2� out of the four fine-structure split
states. Similar to Fig. 2, we show the NSOM images with
polarization along the 	100
, 	010
, and 	001
 directions in

the first row, and those with the 	110
 and 	01̄0
 polarizations
and the total transition intensities in the second row. We see
that the Ph→Se transitions have intensities comparable to
those of the Sh→Se transitions. The shape of the total tran-
sition intensity of the B1 state somewhat differs from the
intensity of the B2 state. However, both states have ringlike
structures, and both states have two peaks in the 	110
 direc-
tion.

Each of the polarization-resolved plots looks like orbital p
functions, although the transition peaks are oriented in dif-
ferent directions. For example, for the B1 state, the peaks of
the 	100
 �	110
� polarized light are oriented along the 	100

�	010
� direction, whereas the peaks of 	110
 �	11̄0
� polar-

ized light are oriented in the 	110
 �	11̄0
� direction. As dis-
cussed in Sec. III B, we can obtain the phase relations of �X�
and �Y� components in hole wave functions. We see that
unlike the previous case involving an Sh wave function, in
the Bloch part of the Ph wave functions, �X� and �Y� compo-
nents have different phases at each point of the QDs. Similar
results are found for the B2 state.

D. Comparison of NSOM of X0, X+, X−, and XX0 excitons
in the InAs/GaAs QD

In Figs. 4�b�–4�d�, we depict the NSOM images of the
charged excitons X+ and X− and the biexciton XX0, respec-
tively, and compare them to the X0Sh→Se transition from
Fig. 4�a�. We also plot the NSOM transition intensities along
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the 	110
 direction in Fig. 5 for X0, X+, X−, and XX0. The

transition intensities of X0, X+, X−, and XX0 along the 	11̄0

direction are very similar to those along the 	110
 direction,
and therefore are not plotted. We see that X− has the strongest
transition intensity, followed by X0, XX0, and X+. Even
though the charged excitons and the biexciton have
1–3 meV redshifts relative to X0, they have shapes and sizes
very similar to those of X0. The only noticeable difference is
that X+ has a slightly larger size than the other transitions.
Therefore, the correlation effect due to the many-particle in-
teractions is weak for the NSOM images in the self-
assembled QDs. In Ref. 10, it was found experimentally and
confirmed theoretically by single-band effective mass
calculations22,23 that the radius of the biexciton NSOM signal
is smaller than the radius of X0. In this calculation, we did
not find a significant difference in size and shape between X0

and XX0. However, the QDs used in the experiments �created
by composition fluctuations in a quantum well� are much
larger ��200 nm in diameter� than the self-assembled QDs
we studied here; therefore, the correlation effects are stron-
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calculated from Eq. �17�. The two dark excitons D1 and D2 are
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B1 and B2 are plotted in �c� and �d�. The unit of the color bar is
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 and 	11̄0
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ger. On the other hand, we ignored the continuum states in
the CI calculation which may also underestimate the corre-
lation effects to the wave functions.

IV. SUMMARY

We calculate the NSOM images of exciton complexes in
self-assembled InAs/GaAs QD using an atomistic pseudopo-
tential method followed by a configuration interaction treat-
ment of the correlations. The NSOM images reveal the spa-
tial structure of exciton and give information about the Bloch
function character of the wave function, which remain unob-
served in conventional far-field measurements. We show that
the Ph→Se transition, which is forbidden in the far-field PL
measurement, has transition intensity comparable to that of
the Sh→Se transition in NSOM measurements. We also cal-
culate the NSOM image of charged excitons X+ and X− and
biexciton XX0 and compare them with the image of X0. We
found that the images obtained for charged excitons and the
biexciton show features very similar to the ones obtained
from the exciton decay.
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